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Limits of Reasoning  
Models in Science
Summer 2025 report card! :)
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How to calibrate LLM  
confidence?



Against which ground truth?



👩⚕👨💼🧑💻



IPCC Assessment Reports on Climate Change



IPCC Guidelines to Authors on Confidence and 
Uncertainty Communication (AR6)



“X is caused by climate change ( ______ confidence)”

low
medium

high
very high



NeurIPS 2023 Tackling Climate Change 
with Machine Learning Workshop

ClimateX: Do LLMs 
Accurately Assess 
Human Expert 
Confidence in Climate 
Statements?
Romain Lacombe, Kerrie Wu, 
Eddie Dilworth



ClimateX Dataset



Statement: “X is caused by climate change”  
Confidence?  ______ 

low
medium

high
very high



ClimateX Benchmark: masked confidence label prediction

“You are a helpful and 
knowledgeable climate 
assistant trained to 
assess...” 

Statement: <sentence> 
 
Confidence:  ???  

Prompt LLM 
(API or open model)

Task 
masked-label prediction

Benchmark 
classification accuracy

<sentence>  
({low|medium|high 
|very high} 
confidence) 

Statement

Label

Select statements 
with label masked

 Prediction 

by LLM

 Gold label 


Human expert  
confidence

+

+

++ +

+

+



GPT-3.5 
June 2023



Gemini Pro 1.0 
June 2024



ClimateX Results | June 2024



Do reasoning models have 
better confidence calibration?



ICML 2025 Reliable and Responsible 
Foundation Models workshop

Don’t Think Twice! 
Over-Reasoning 
Impairs Confidence 
Calibration
Romain Lacombe, Kerrie Wu, 
Eddie Dilworth



ClimateX Results  
May 2025



Tool Use: Search 
Gemini 2.5



Long context windows enable bulk processing 
Gemini 2.5 Pro



Program synthesis 
OpenAI o3



What’s the optimal thinking budget? 
Gemini 2.5 Flash



Thinking Budget vs Accuracy (0%-100%)  
Gemini Flash 2.5



Thinking Budget vs Confidence (0.0-3.0) 
Gemini Flash 2.5



Does this generalize  
beyond climate science?



Public Health & Oncology 
WHO IARC Carcinogenicity Monographs



“Substance X is ______ carcinogenic”

not classifiable as
possibly
probably

known to be



Thinking Budget vs Accuracy (0%-100%)  
Gemini Flash 2.5



Thinking Budget vs Confidence (0.0-3.0) 
Gemini Flash 2.5



Take aways and  
future work?



Increasing thinking budget through test-time 
scaling impairs the confidence calibration  

of reasoning models.



LLM grounding is bottlenecked by access to or 
recall of relevant evidence rather than by 

reasoning capacity.



Emerging capability: program-synthesis fallback, 
when models unable to perform the task directly 

attempt to generate algorithmic solutions.



ICML 2025 Reliable and Responsible 
Foundation Models workshop

Don’t Think Twice! 
Over-Reasoning 
Impairs Confidence 
Calibration
Romain Lacombe, Kerrie Wu, 
Eddie Dilworth



Thank you!

Romain Lacombe  
Stanford ChemE

Kerrie Wu  
Stanford CS

Eddie Dilworth  
Stanford CS

Chris Potts  
Stanford NLP

ClimateChange AI 
NeurIPS Workshop
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Thank you!
Questions? :)
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